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Responsible AI: Outline

What is Responsible AI, and what is it not?

What is leadership accountable for?

What are the differences between ML services, ML use cases, and ML applications?

What are the kinds of problems you need to address?

When and how do you incorporate feedback from stakeholders?
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Traditional 
software solutions

1. We spec with human language

2. Customers do not expect to test

3. New releases perform the same or 
better on all inputs

Machine 
learning solutions

1. We spec with datasets

2. Customers should test 

3. New releases perform the same 
or better overall
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AI/ML on AWS: Innovation, choice, and flexibility

100,000+
customers have used 

machine learning 
on AWS

200+
new capabilities for 

machine learning and 
artificial intelligence 

in 2021
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Customers from across industries & geographies

PwC

Cerner F1

Intuit

NFL

Seahawks

Twilio
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“Facial recognition AI can’t identify trans and non-binary people”

—Quartz, October 2019

“How photos of your kids are powering surveillance technology

Millions of Flickr images were sucked into a database called MegaFace. 
Now some of those faces may have the ability to sue.”

—The New York Times, October 2019

“San Francisco Bans Facial Recognition Technology”

—The New York Times, May 2019
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Adversarial examples

“These clothes use outlandish designs to trick facial 
recognition software into thinking you’re not a human”

—Insider, January 2020

“This jewelry is a brilliant shield 
against face-recognition intrusions”

—Fast Company, July 2019
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The reach of AI and ML is growing

With the growth of AI comes the 
recognition that we must all use 
it

Global spending on AI-based technologies 
will reach 

57% of executives said that AI would 
in the next 

three years

AI plays a role in nearly 
from chatbots to personalized 

recommendations
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Our commitment

Our commitment to 
develop AI and 
machine learning in 
a is 
integral to our 
approach

Transform 
responsible AI from 
theory to practice

Integrate 
responsible AI into 
the end to end ML 

lifecycle

Nurture and 
educate a more 

diverse generation 
of leaders in ML

Advance the science 
behind responsible 

AI
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Responsible AI
[…] AI that is innovative, trustworthy 
and that respects human rights and 
democratic values.

OECD
https://oecd.ai/en/ai-principles

→ Dimensions of responsible AI
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Dimensions of responsible AI

Explainability Does the system offer a clear rationale for its decisions?

Fairness Are there harmful disparities in system performance across 
subpopulations?

Robustness How hard is it to confuse or fool the system, e.g. with “adversarial” 
examples?

Is data used in accordance with privacy & legal considerations, and 
protected from theft and exposure?Privacy & Security

Governance How do you enforce and ensure these responsible AI practices are 
being carried out amongst all stakeholders?

Dimension Example Metric

Transparency Are users enabled to make informed choices about their use of the 
system?
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Tradeoffs in responsible AI

1. Dimensions of responsible AI can be 
at odds with primary objective to 
have best possible model 
performance.

2. It is challenging to maximize all 
dimensions of responsible AI 
simultaneously.

• E.g.: Preserving privacy makes data more 
coarse → potentially degrades ability to 
explain model behavior.

• E.g.: Making model results and components 
more transparent → potentially security & 
privacy risk.Maximize 

primary 
objective

ML Model

Accuracy/ 
Model Error 

Secondary 
objectives

1. Explainability
2. Fairness
…
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Fairness criteria & 
metrics 
To operationalize theoretical constructs 
like fairness, we need mathematical 
constructs:

• Equality of opportunity

• Demographic Parity

• Fairness through Unawareness

• …  

Source: https://interactioninstitute.org/illustrating-equality-vs-equity/
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Intersectional fairness

• Individuals can exhibit multiple 
demographic attributes. 

• If multiple attributes intersect, new 
sub-groups emerge.

Cannot build models for separate 
groups as against law (in USA). Si

ng
le

M
ar

ri
ed 7+

9 -

7+
9 -



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Intersectional fairness 
example
Attributes (e.g. married vs. single 
individuals) can intersect with other 
sensitive attributes (e.g. employed vs. 
unemployed)

→ new sub-groups emerge (e.g. married 
& unemployed, …) 

Sub-groups may experience additional 
disparity (see positive/negative 

outcomes per sub-group).
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Why is responsible AI complex? 
How can we succeed?

Technically hard
(e.g., root cause analysis of bias)

Simplify defining and measuring successSuccess is use case specific

Rapid changes in AI landscape
(users, technologies, companies, societies)

Invent and simplify for all AI DevOps steps

Improve continuously over the long term
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Simplify defining and measuring success
A M A Z O N  S A G E M A K E R  G R O U N D  T R U T H  P L U S :  T U R N K E Y  S O L U T I O N  F O R  D A T A  L A B E L I N G

Quality guarantees

Throughput guarantees

Accessible to 
data operations managers & 
technical program managers

+

+

Managed
by AWS

Raw data Annotations

Create 
instructions

Launch 
workflow

Check 
label quality

Human annotations
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Amazon 
SageMaker 
Clarify

Detect bias during data preparation

Identify imbalances in data

Evaluate the degree to which various types of bias are present in your model

Check your trained model for bias

Understand the relative importance of each feature to your model’s behavior

Explain overall model behavior

Understand the relative importance of each feature for individual inferences

Explain individual predictions

Provide alerts and detect drift over time due to changing real-world conditions

Detect drift in bias and model behavior over time

Generate automated reports
Produce reports on bias and explanations to support internal presentations

Detect bias in ML 
models and understand 
model predictions
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https://aws.amazon.com/machine-learning/responsible-machine-learning/
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Algorithmic bias

• Ethical challenges posed 
by AI systems

• Inherent biases present 
in society

• Reflected in training data

• AI/ML models prone to 
amplifying such biases
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Role of government

• Use cases vary in risk – music 
recommendations vs. driving

• Governments should act to ensure 
appropriate use of AI

• To help develop risk-based 
regulations, we work with
§ Standards bodies (ISO)

§ The OECD working groups

§ Jurisdictions (when asked)
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Responsible AI by design in ML lifecycle



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Model Cards, AI Service Card 
Cards, and Datasheets
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Motivation: Datasets

How are datasets collected?

Where did the data come from?

When it comes to humans, were they aware?

Had the individuals given consent?

How are dataset owners being held accountable for consequences that may arise? 

How do we create greater transparency about data?
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AI Service Cards – Key Considerations

Explainability Does the system offer a clear rationale for its decisions?

Fairness Are there harmful disparities in system performance across 
subpopulations?

Robustness How hard is it to confuse or fool the system, e.g. with “adversarial” 
examples?

Is data used in accordance with privacy & legal considerations, and 
protected from theft and exposure?Privacy & Security

Governance How do you enforce and ensure these responsible AI practices are 
being carried out amongst all stakeholders?

Dimension Example Metric

Transparency Are users enabled to make informed choices about their use of the 
system?
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Bias

How will you measure and mitigate differences in the service’s performance or 
downstream impact on subpopulations of the general public worldwide 
(defined by differing combinations of personal attributes such as – but not limited 
to – skin tone, face or body shape, ethnicity, race, age, gender, sexual orientation, 
language dialect, physical ability, health status, region, and religious, political, 
national, or other group affiliation)? 

How will you minimize use and adverse downstream impact of the service on 
subpopulations for which it is not designed or underperformant?
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Efficient testing for bias

• Development teams are under multiple constraints
§ Time

§ Money

§ Human resources

§ Access to data

• How can we efficiently test for bias?
§ Prioritization

§ Strategic testing
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Privacy

How will you improve your training data and performance, while maximizing the 
confidentiality of customer-submitted content?
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Privacy in ML

• Privacy for highly sensitive data –
model training and analytics using 
secure enclaves, homomorphic 
encryption, federated learning/on-
device learning, or a hybrid

• Privacy-preserving model training, 
robust against adversarial 
membership inference attacks 
(dynamic settings + complex 
data/model pipelines)

• Privacy-preserving mechanisms for 
data marketplaces



© 2022, Amazon Web Services, Inc. or its affiliates. All rights reserved.

Explainability

Will the service, either alone or as a component of a larger customer system, be 
required by law (e.g., GDPR), customers, or users to explain any ML-based 
inferences it makes? 

If so, who will consume the explanations, and how will the service track the quality 
of the explanations?
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Explainability in ML

• Actionable explanations

• Balance between explanations & model security

• Robustness of explanations to failure modes 
(interaction between ML components)

• Application-specific challenges
§ Conversational AI systems – contextual explanations

§ Gradation of explanations

• Tools for explanations across AI lifecycle
§ Pre- and post-deployment for ML models

§ Model developer vs. end user–focused
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Robustness

What risks could be posed to customers by maliciously crafted inputs, 
including deepfakes and sources constructed by generative adversarial 
networks (GANs), and how will you mitigate them?
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“Artificial Intelligence Is Coming for Our Faces: Trained for a week on a massive data set of 
portraits, a neural network spits out striking images of nonexistent people” 

—Wired, June 2019
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whichfaceisreal.com
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whichfaceisreal.com
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whichfaceisreal.com
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whichfaceisreal.com
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Transparency

What information about the service’s training, performance, and biases will your 
customers and the public want to know? 
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Governance

How do you enforce and ensure these responsible AI practices are being carried 
out amongst all stakeholders?
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Beyond accuracy

Performance and cost

Fairness and bias

Transparency and explainability

Privacy

Security

Safety

Robustness
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Process best practices

Identify product goals

Get the right people in the room

Identify stakeholders

Select a fairness approach

Analyze and evaluate your system

Mitigate issues

Monitor continuously and determine escalation plans

Auditing and transparency

Policy

Technology
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Lessons learned

• Testing for unseen areas amongst intersectionality is key

• Taking into account confidence scores/thresholds and error bars when 
measuring for biases is necessary

• Representation matters

• Transparency, reproducibility, and education can promote change

• Confidence in your product’s fairness requires fairness testing

• Fairness testing has a role throughout the product iteration lifecycle

• Contextual concerns should be used to prioritize fairness testing
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Thank you!
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