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Geospatial Frontiers: Navigating the Future with
Generative Al and Foundational Models

PhD. Blagoj Delipetrev
Al advisor

#AIFORGOOD
GeoAl Discovery Friday, 1 March 2024 15:30— 17:00 CET. https://aiforgood.itu.int


https://aiforgood.itu.int/

What is Generative Al

‘\ You

Please write me a 2 paragraphs poem on "Geospatial Frontiers: Navigating the Future with
Generative Al and Foundational Models"

ChatGPT

Across the vast geospatial frontiers, where data meets the sky,
Generative Al and foundational models, on these we now rely.
A tapestry of maps and charts, into the future, we pry,

With algorithms so keen, beneath the digital eye.

In this realm where earth and byte seamlessly blend,
New pathways emerge, on Al we depend.
Navigating the maze of time with a digital friend,

On this journey together, towards a future we wend.




What is Generative Al

Same prompt: "ultra realistic photo, Walter White from

breaking bad, standing in the middle of the road, close-up, Prompt: Photorealistic closeup video of two pirate
bright realistic lighting" ships battling each other as they sail inside a cup
of coffee.

| W

Midjourn

y V3, July 2022 VS Midjourney V6, December 2023

https://openai.com/sora



https://openai.com/sora

ChatGPT (November 2022)
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Generative Al landscape

(the most valuated companies in the world)
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Global Unicorn Club
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Money needed to make best foundational models

@t THE WALL TR

Some updates on our Al efforts. Our long term

L*

i1 JOURNAL.

vision is to build general intelligence, open TECHNOLOGY | ARTIFICIAL INTELLIGENCE

source it responsibly, and make it widely e

available so everyone can benefit. We're Sam Altman Seeks Trllllons Of Dollars
bringing our two major Al research efforts (FAIR % =

and GenAl) closer together to support this. tO ReShape BUSlneSS Of ChlpS and AI

We're currently training our next-gen model

Llama 3, and we're building massive compute OpenAl chief pursues investors including the U.A.E. for a project

infrastructure to support our future roadmap, possibly requiring up to $Ztrillion
including 350k H100s by the end of this year --

and overall almost 600k H100s equivalents of By Keach Hagey and Asa Fitch
compute if you include other GPUs. Also really Feb. 8, 2024 9:00 pm ET

excited about our progress building new Al-
centric computing devices like Ray Ban Meta
smart glasses. Lots more to come soon.

WORLD
ECONOMIC
FORUM

N—?”.

TECHP(@\WERUP p—

HOME  REVIEWS FORUMS DOWNLOADS  CASE MOD GALLERY  DATABASES v OUR SOFTWARE v  MORE v  CONTACT US

Friday, January 19th 2024
Meta Will Acquire 350,000 H100 GPUs Worth More Than 10 Billion US Dollars

bv Aleksandark | lan 19th. 2024 15:47 | Discuss (53 Comments) ¥\

OpenAl CEO Sam Altman wants to boost the world’s chip-building capacity and expand the ability to



Foundational Multimodal Generative Al models
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Figure 1: The Transformer - model architecture.



Foundational model: Llama 2 70B

2 ZIP
(:g parameters.zip
~140GB file
Chunk of the internet, 6,000 GPUs for 12 days, ~$2M
~10TB of text ~1e24 FLOPS

*numbers for Llama 2 70B

https://www.youtube.com/watch?v=kK3NmQT241w



https://www.youtube.com/watch?v=kK3NmQT241w

lul 2022

Scaling
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Figure 1 Language modeling performance improves smoothly as we increase the model size, datasetset
size, and amount of computd’ used for training. For optimal performance all three factors must be scaled
up in tandem. Empirical performance has a power-law relationship with each individual factor when not
bottlenecked by the other two.

On the Opportunities and Risks of
Foundation Models

Rishi Bommasani* Drew A. Hudson Ehsan Adeli Russ Altman Simran Arora
Sydney von Arx Michael S. Bernstein Jeannette Bohg Antoine Bosselut Emma Brunskill
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Open source and proprietary: language,
vision and multimodal foundation models

Language models

OPEN SOURCE:
Llama, Mistral, BLOOM,
*many others

Vision models

PROPRIETARY:
DALL-E 3, Midjourney

OPEN SOURCE:
Stable Diffusion, Segment
anything, YOLO, Nasa-IBM

Geospatial

Multimodal models

PROPRIETARY:
Google Gemini,
GPT4+ DALL-E 3




LLM Leaderboard from “Chatbot Arena”

Rank 4 g Model

1 GPT-4:1106-preview
2 GPT-4:-0125-preview
3 Baxd..(Gemini..Pxo).
4 GPT-4-0314

5 GPT-4-0613

6 Mistxal. Medium

7 Claude:-1

8 Qwenl..2:72B-Chat

9 Claude-2.9

10 Gemini..Pxo..(Dev. APT)
11 Clande-2 1
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https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard

Nasa-IBM foundation model

C
B
L
=y C
1 . . .
= O ‘ - burn scars segmentation,
= Encoder —_— E —_— M<SE—lO>SS : - fIOOd maDDinq’
B 2 - multi temporal crop
spectral . . | f .
band, Ho O classification
O
C
u

Input images

Reconstructed Target
images (Original images)

ViT architecture +
3D Patch embedding +
3D positional encoding

https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M



https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M
https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M-burn-scar
https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M-sen1floods11
https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M-multi-temporal-crop-classification
https://huggingface.co/ibm-nasa-geospatial/Prithvi-100M-multi-temporal-crop-classification

Convolutional Neural Networks for Multi-Class Segmentation of
Sentinel-2 Imagery (2019)

Convolutional Encoder-Decoder

Pooling Indices

- Conv + Batch Normalisation + RelU
B Pocling T Upsampling Softmax

Deep learning models: U-net / SegNet

Parameterization:

* Dblock size: 9x9, 122x122, 244x244,
366x366;

- Keras t h ean OP 'al\]uﬁﬂ’y kaggie Normalization method;

v? Activation functions;

§ o o pgthon Number of convolutional filters;
ANAC%NDA Pandas Tensor ‘ “* machine learning in Python I—OSS funCtionS.

https://www.mdpi.com/2072-4292/11/8/907



https://www.mdpi.com/2072-4292/11/8/907

INaturalist 2017 CV model to recognize invasive

alien species (2020

100

200

300

Automated invasive alien species recognition: lesson learned from applying the iNaturalist 2017 computer vision model on citizen-science data. ENVIROINFO 2020
Authors: Blagoj Delipetrev, Sven Schade, Irena Mitton and Fabiano-Antonio Spinelli. European Commission, Joint Research Centre (JRC), Italy,
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Large Language Model RAG on Documents(2023).
Al interview bot (2024)

https:

Talk to PDF/word files application

(RAG: Retrieval Augmented Generation)

L]

Large corpus Split into
smaller chunks

= @
embeddings

Create and S
manage
embeddings
from chunks

query

OF P
j from user

Knowledge base LLm
response

Chat to the user
Use cases:
= Talk to your written knowledge
* Question-Answering on private data Similarity and
* Automatic information extraction Semantic Search:
«  Multiple-document retriever Search and identify

relevant passages on 1
Retrieve

* RAG: Retrieval Augmented Generation

img source: HinePo

embedded texts

blagojdelipetrev.com/blog/44

rel LM

14 ization



https://blagojdelipetrev.com/blog/44/

omes great resp
Spiderman = *

Nothing vast enters the life of mortalsaaithout a curse.
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Al risks

*Data privacy: Issues arising from the use of personal
data for training generative models e.g., location data.

*Content authenticity: Challenges with deepfakes and
the indistinguishability of generated content from real
content, e.g., synthetic landscapes or deepfake satellite
image.

*Bias and fairness: The risk of Al inheriting biases from
training data and the importance of ethical guidelines,
e.g., if a geospatial Al model is trained on data from
predominantly urban areas, it might not accurately
represent rural or less-developed regions.

*Regulatory challenges: The need for legal
frameworks to address novel issues brought by
generative Al technologies, e.g., data sovereignty,
cross-border data flows, and the use of Al in sensitive or
regt;la;ted areas such as land ownership and border
control.

*Transparency: Black box models in principle are not
transparent and interpretability is an issue.




EU Al Act

4 UNACCEPTABLE RISK

8B = B .

changes

A high-risk Al It needs to undergo Registration of A declaration happen in the HIGH RISK
system is the conformity stand-alone Al of conformity needs Al system’s o
developed. assessment and systems in an EU to be signed and the lifecycle
comply with Al database. Al system should
requirements.” bear the CE marking.
*For some systems Tha Fystens
a notified body is can be placed
involved too. on the market.

& LIMITED RISK
(Al systems with specific
transgarency cbligations)

MINIMAL RISK

https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intellisence



https://www.europarl.europa.eu/topics/en/article/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence

What works and what won't happen

Image/video
Language Rkl Doomsday Al

3d. ®
Modeling the world for action by generating pixel is as wasteful and

doomed to failure as the largely-abandoned idea of "analysis by
synthesis".

Decades ago, there was a big debate in ML about the relative M ed Ia Sayl ng Al WI “.

advantages of generative methods vs discriminative methods for
classification. take OVGI’ the WO I’ld
Learning theorists, such as Vapnik, argued against generative
methods, pointing out that training a generative modeling was a way
more difficult than classification (from the sample complexity
standpoint).

My Neural Network

Regardless, a whole community in computer vision was arguing that
recognition should work by generating pixels from explanatory latent
variables. At inference time, one would infer the configuration of
latent variables that generated the observed pixels.

The inference method would use optimization: e.g. use a 3D model of
an object and try to find the pose parameters that reproduce the
image.

This never quite worked, and it was very slow.

Later, some people converted to the Bayesian religion and tried to use
Bayesian inference for the latent (e.g. using variational
approximations and/or sampling).

At some point, when Non-Parametric Bayes and Latent Dirichlet
Allocation became the rage in text modeling, some folks heroically
attempted to apply that to object recognition from images.

>>> THIS WAS A COMPLETE AND UTTER FAILURE <<< AI Will take over soon

If your goal is to train a world model for recognition or planning, using
pixel-level prediction is a terrible idea.

. Generation happens to work for text because text is discrete with a
G PT4 WO rkS a m aZI n g |y finite number of symbols. Dealing with uncertainty in the prediction is
easy in such settings. Dealing with prediction uncertainty in high-
dimension continuous sensory inputs is simply intractable.
That's why generative models for sensory inputs are doomed to
failure.

Image foundational models are significantly better than
any other alternative.



My observation: people don't use it enough

YEAH IF YOU COULD JUST ASK
CHATGPT INSTEAD OF ME

4
wa
N

THATWO

ULD BE GREAT

1 Internet year = 7 regular years
1 Al year = 7 Internet years

eHuman capital.

*Build up solution on
* API (Open Al etc.)
* Open Source models
Al infrastructure

» Nasa — IBM geospatial
foundation model

LLM RAG on your data



Predictions

. David Chalmers
one criticism of large language models: they only model (represent) text
with no models of the world. i take it this is an empirical (and conceptual)
issue: all LMs handle text, some may develop world models to do so.
what's the best evidence that LLMs do/don't have world models?

Yann LeCun

Can an LLM figure this out:

.A I i S th e n eW e I eCtri City. In front of us are six gears numbered 1 to 6, mounted on axles in a row.

.N EW Interface Voice, text, clockwise, in which direction will gears 1 and 6 rotate?
iImages, video. Keyboard and P g
mouse obsolete.

*iPhone moment
. M u Iti m Od a I AI In front of us are six gears numbered 1 to 6, mounted on axles in a row. Each gear is

engaged with the next gear. If gear number 3 is rotated clockwise, in which direction will
: gears 1and 6 rotate?
Internet con Ipanies n 1ade

" . "

t r I I n I A I m n @  If gear number 3 is rotated clockwise, we can determine the direction of rotation for the
I I O Va u e " CO p a I e S other gears by considering their engagement with each adjacent gear.

a re n e Xt When two engaged gears rotate, they move in opposite directions. So, following this

) principle:

Gear 3 rotates clockwise.

*Several geospatial foundation D
models will be made in 2024/25 s ke o

6. Gear 6, engaged with gear 5, rotates counterclockwise.

GPT-4 can:

So, gear 1 will rotate clockwise and gear 6 will rotate counterclockwise.

65




Thank you for your attention!

blagoj.delipetrev@gmail.com
https://blagojdelipetrev.com
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